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Abstract: 

Cardiovascular diseases have become one of the severe health problems in both developing and developed countries. This 

research aimed to develop a risk level prediction model and clinical decision support system for CVD in Ethiopia using 

data mining techniques. A total of 4004 datasets were used to develop the model. Moreover, primary data was collected 

from the domain experts via interviews and questionnaires. The domain experts identified thirty-one risk factors, of which 

only eleven attributes were selected after experimentation to develop the model. Based on the result of experimentation, 

the model was developed by an unpruned J48 classifier algorithm which produced F-Measure 0.877, which is 

comparatively the best algorithm. The prototype system was developed by Visual C# studio tool. The developed prototype 

system helps health care providers to identify risk level CVD diseases. It was developed using a data mining technique, 

which can efficiently predict cardiovascular disease risk levels. However, developing the model by using more datasets 

and changing the default setting of WEKA, a data mining tool, will be the future work of this study. 
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Introduction 

Healthy populations contribute significantly to a country's economic 

success because they can live longer, be more productive, and save more. 

Unfortunately, Ethiopia has a poor health status and weak health care 

systems and infrastructure, compared to other low-income countries, even 

within Sub-Saharan Africa [1]. The low life expectancy in Ethiopia, only 

58.37 years, results from poor health facilities [2]. Modern diagnostic 

equipment typically needs sophisticated infrastructure, consistent 

electrical power, expensive reagents, lengthy examination duration, and 

skilled professionals, none of which are available in environments with 

minimal resources [3]. The failure to correctly diagnose many 

communicable and non-communicable illnesses also plays a crucial role 

in mortality. This is far higher in developing countries than in developed 

countries. 

Non-communicable diseases (NCDs), such as cancer, chronic respiratory 

conditions, cardiovascular, and diabetes, cause the death of over 40 

million people each year, accounting for 70% of all deaths worldwide [4]. 

Over 80% of these deaths affect 15 million people between the ages of 30 

and 69 every year in low and middle-income countries. 

In the world, cancers account for 8.8 million deaths from NCDs each year, 

followed by respiratory (3.9 million), diabetes (1.6 million), and 

cardiovascular diseases (17.7 million) [4]. A few decades ago, it was 

considered to be a developed-nation issue. However, reports indicate that 

it is becoming a significant health issue for middle- and low-income 

countries. It estimated the total economic losses in low- and middle-

income countries between 2011 and 2025 at USD 7 trillion [5]. In 

addition, it is the second largest cause of death overall, and the primary 

cause of death for people over 30 is CVD [6]. 

According to the Global Burden of Disease research, CVD caused 

roughly 32% of all deaths globally in 2013, with around 80% of these 

deaths happening in low- and middle-income countries [7]. Heart failure, 

rheumatic heart disease, congenital heart disease, ischemic heart disease, 

cerebrovascular disease, and peripheral vascular disease are the six 

different types of cardiovascular diseases. In most Sub-Saharan African 

countries, rheumatic heart disease was the most frequent cardiovascular 

disease, followed by hypertensive heart disease, but little was known 

about the pattern of congestive heart failure in Ethiopia. However, in a 

study done by [8] at Black Lion Specialized Hospital medical ward to 

evaluate the severity of rheumatic heart disease, it was found that this 

heart disease was a common cause of mortality (26.5%). Additionally, the 

most prevalent primary diagnosis in Ethiopia was rheumatic heart disease 

(62%), with a substantially more significant proportion in the third decade 
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of life [9]. According to another study, this condition is the main 

contributor to cardiovascular disease and mainly affects young people 

[10]. 

A large fraction of the cases was also caused by hypertensive and 

ischemic cardiac conditions [11]. Cardiovascular diseases (CVDs) 

generally place a significant financial and health burden on developing 

nations. Risk variables include age, echocardiogram, heart rate, diabetes, 

slope, hypertension, high cholesterol, and physical inactivity are the 

critical factors used to predict heart disease. Many of these obvious risk 

factors are present in heart disease patients, making it possible to identify 

them promptly. The major CVD risk factors are elevated blood pressure, 

obesity, and physical inactivity were more prevalent in urban populations, 

while binge drinking and cigarette smoking were more prevalent in rural 

areas [12]. 

Most CVD cases depend on a complicated combination of clinical and 

pathological evidence for risk level prediction. Therefore, it is essential to 

have the correct diagnosis as soon as possible. The risk level categories 

for a 10-year total risk of a fatal or non-fatal CVD event include 10% 

classed as "low risk," 10- 20% as "moderate risk," 20- 30% as high risk, 

and 30% as "very high risk," according to (WHO, 2017) [13]. 

Cardiologists are highly scarce in developing nations, as is the situation 

with Ethiopia's primary-level hospitals (sometimes referred to as district 

hospitals). It is challenging to make accurate diagnoses and administer the 

proper treatments in Ethiopia and other developing nations when there is 

a lack of facilities, such as lab equipment and professionals. Furthermore, 

because primary-level hospitals lack advanced medical technology and 

lack the competence needed to perform high-quality medical procedures, 

forecasting the risk level of CVD is hardly ever attainable. 

The decision support system (DSS) can be beneficial in predicting heart 

disease risk [14]. It can lessen medical errors that result in fatalities, 

improve patient safety, and save lives [15]. Additionally, it can deliver 

knowledge and person-specific information intelligently filtered and 

given at the right time to physicians, staff, patients, and others to improve 

healthcare [16]. Implementing DSS serves to support rather than replace 

[17]. The cost-effectiveness of DSS implementation should also be taken 

into consideration by low- to medium-income countries [18]. DSS to be 

utilized at point-of-care (POC) can save hundreds of thousands of lives 

per year in environments with low resources or where it is exceedingly 

difficult to physically access critical facilities. 

Healthcare organizations that use data mining technologies have the 

power to predict future patient needs, wants, and conditions in order to 

make appropriate and effective treatment decisions. Data mining 

techniques are particularly effective and efficient for building DSS [19]. 

Healthcare professionals receive incredible knowledge, support and 

experience through predictive data mining. A prediction algorithm's goal 

is to predict future values based on historical data. To provide precise and 

trustworthy aid in developing prognosis, diagnosis, and treatment 

planning processes. Neural networks, regression, support vector machines 

(SVM), and discriminant analysis are a few examples of standard 

prediction algorithms. 

 Recently, control and failure detection tasks have been predicted using 

data mining approaches such as neural networks, fuzzy logic systems, 

evolutionary algorithms, and rough set theory [21]. Based on these 

clinical parameters, the DSS algorithm created for the prediction of heart 

disease produces prediction accuracy that is close to 80%. (Chen, 2011). 

Additionally, the proposed method created by [22] employing neural 

networks predicted the CVD risk with a 98.57% accuracy rate. 

Additionally, the DSS for Predicting Coronary Heart Disease, constructed 

using a fuzzy logic-based technique, has an accuracy rate of 94.05 % [23]. 

Because of its high level of diagnostic accuracy, the Neuro-Fuzzy based 

approach, which combines neural networks and fuzzy logic, appears to 

promise [24]. The neural fuzzy system (NFS), a new computing 

paradigm, is appropriate for solving highly complicated issues that cannot 

be solved by some traditional technologies or by ordinary computer 

programming or statistical methods. For example, some researchers 

believe a neural fuzzy system (NFS) can be successfully used to diagnose 

heart problems [25]. 

Because of the many advantages of a DSS, including better decision-

making, automatic provision of decision support as part of clinical 

workflow, provision of decision support at the point of care, provision of 

recommendation rather than just assessment, integration with charting or 

order entry systems to support workflow integration, and justification of 

decision support via the provision of research, it is crucial to develop one 

for physicians in primary level hospitals [26]. By utilizing data mining 

techniques, the study aims to create a model and a decision support system 

for risk level prediction for cardiovascular diseases. 

2. Materials and Methods 

Study Sites 

The data were collected from different public specialized hospitals in 

Ethiopia. It includes Jimma University, Black Lion Specialized Hospital 

and Alert Specialized Hospitals. These hospitals were selected purposely 

due to their provision of advanced treatment for the diseases. 

Study population 

The populations of the study were domain experts. Domains experts were 

to identify risk factors, validate extracted rules and perform user 

acceptance testing. 

Data type and sources 

For this research, both primary and secondary data were used. Secondary 

data were collected from books, journal articles and websites, while 

primary data were collected from domain experts and patient records. 

Sampling  

A purposive sampling technique was used to select the hospitals, and 

patients' records were systematically selected. For the selection of the 

domain experts, a purposive sampling technique was employed by 

considering their specialization and experience in the area. 

Data collection method 

Necessary data were collected by interviewing the professionals in the 

area to get detailed information about risk factors of CVDs, validate 

extracted rules and questionnaire for user acceptance testing. In addition, 

patients' cases of cardiovascular disease were collected from hardcopies 

of patients' history from the hospitals mentioned above. 

Accordingly, the following cardiovascular disease risk factors were 

identified as depicted in table 1. 

No. Risk factors  Description 

1.  Gender male/female 

2.  Age Years 

3.  Total Cholesterol mmol/L 



Clinical Case Reports and Reviews.                                                                                                                                                              Copy rights@ Chala Diriba. et all 

 
Auctores Publishing LLC – Volume 13(5)-311 www.auctoresonline.org  
ISSN: 2690-4861                                                                                                                              Page 3 of 9 

4.  HDL Cholesterol mmol/L 

5.  Systolic blood pressure mm HG 

6.  
Blood pressure treatment 

 (anti-hypertensives prescribed) 
yes/no 

7.  Smoking yes/no 

8.  Diabetes yes/no 

9.  Body Mass Index kg/m2 

10.  LDL cholesterol mmol/L 

11.  Triglycerides mmol/L 

12.  C-reactive protein (CRP) mg/L 

13.  Serum fibrinogen g/l 

14.  Gamma glutamyl transferase (gamma GT) IU/L 

15.  Serum creatinine   g/L 

16.  Glycated haemoglobin (HbA1c)  % 

17.  Forced Expiratory Volume (FEV1)  % 

18.  AST/ALT ratio  - 

19.  Family history of CHD < 60 years   yes/no 

20.  Townsend deprivation index 
1st quintile (most af¯uent)± 5th quintile (most 

deprived); unknown 

21.  Hypertension   yes/no 

22.  Rheumatoid arthritis  yes/no 

23.  Atrial fibrillation yes/no yes/no 

24.  Chronic obstructive pulmonary disease (COPD)   yes/no 

25.  Severe mental illness   yes/no 

26.  Prescribed anti-psychotic drug   yes/no 

27.  Prescribed oral corticosteroids   yes/no 

28.  Prescribed immunosuppressant  yes/no 

Table 1: Cardiovascular risk factors 

Source (Weng et al., 2017) 

The study has several components, including building the model and 

developing a decision support system. The dataset was processed using 

the WEKA tool, and different data mining classifiers were applied to build 

the model. In addition, the cross-Industry Standard Process for Data 

Mining (CRISP-DM) method was employed. This method includes 

business understanding, data understanding, data preparation, modelling, 

evaluation and deployment. The data were acquired from different 

hospitals in Ethiopia to provide evidence for generating the rule sets used 

during the decision support process. Today's healthcare industry creates 

massive amounts of complex data on patients, hospitals, disease 

diagnoses, electronic patient records, and medical gadgets. Data mining 

is a technique for uncovering previously unknown patterns and trends in 

databases to develop predictive models. A large amount of data is a 

crucial resource to be processed and analyzed for knowledge extraction 

and support cost savings and decision-making. 

The extracted rules, which were done by using a data mining technique, 

were validated by experts. Then DSS for risk level prediction of 

cardiovascular diseases was developed by extracted rules. WEKA 

software and Visual C# studio programming were used for risk level 

model and system development, respectively. Model performance testing 

was done by experimenting using different data mining classifiers and 

calculated by using recall, precision and F-Measure. Finally, the user 

acceptance testing was conducted by participating professionals. 

Accordingly, user acceptance testing data were collected using a 

questionnaire, which was analysed using the ResQue (Recommender 

Systems' Quality of user experience) model. 

 

Where, AVP is average performance scale value (SV) and, TNR is total 

number of respondents, NS is number of scale and NR is number of 

respondents. 

Then the result of user acceptance average performance is calculated out 

100%. 

3. Findings of the study 

This study's objective was to develop a risk level prediction system for 

cardiovascular diseases using data mining techniques. For this study, data 

were collected from a total of 4004 patients' records from Jimma 

University, Black Lion and Alert Specialized Hospitals. Then, it was 

coded in excel and changed into a file in the format Weka software 

understands: Comma delimited (.CSV) data file. Then, the data were 

inserted into Weka to preprocess and remove redundancies, fill missed 

values, correct related values to the attributes, and type missed values. 

Then, the first scenario experiments were done with all data and all 

attributes by using classifier algorithms. After this scenario attributes, a 

section was done on the preprocessed data. In the end, 11 attributes were 

selected from 31 attributes. Then, using the selected 11 attributes, the 

second scenario was performed using different classification algorisms 

like Naïve Bayes, PART and J48. Finally, unpruned J48 decision tree 

algorism was used to construct the model. 
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Experiment setup 

Many experiments were done on this data for preprocesses, attribute 

selection and model development. While information gain, CFS subset 

evaluator and information gain ratio were done for attributes selection, 

Naïve Bayes, PART and J48 were performed for classifications. For this 

study, as different scholars used it, 10-fold cross-validation was 

employed. For instance, it is recommended that 10-fold-validation is the 

correct number of folds to get the best estimate of error, and there is also 

some theoretical evidence that backs this up, like 10-fold cross-validation 

has become the standard method in practical terms. In addition, to select 

the best algorithms, the researchers selected a confusion matrix to 

calculate precision, recall and F-Measure.  Since F-measure (also known 

as F1 or F-score) is a measure of a test's accuracy, it considers both the 

test's precision and recalls to compute the score. It can be interpreted as a 

weighted average of the precision and the recall, where 1 is its best value 

and 0 is its worst. The F-Measure only produces a high result when 

precision and recall are balanced; thus, using this technique is very 

significant. Moreover, the researchers used a 70% split test. The details 

of the experiments were discussed as follows. 

Experiment 

This sub-section is the backbone of the study; the results are presented 

and discussed. To achieve this study's objective, different experiments 

were done using data mining algorithms. However, PART induction 

decisions, J48, and Naïve Bayes classifiers algorithms showed good 

performance compared to the rest of the data mining classifiers. 

Therefore, the experiments of those algorithms were presented and 

discussed as follows by categorizing them into two big 

scenarios/experiments with all trained data and with the selected 

attributes. 

Model Building Using Naïve Bayes classifier with all the training data 

Naïve Bayes classifier use estimator classes. The precision levels of 

numeric estimators are determined by analyzing the training data. Based 

on this concept, correctly classified instances were 2831(70.7043%), and 

incorrectly classified instances were 1173(29.2957%). This was 

confirmed by confusion matrix results generated, which are presented by 

shaded cell values 2831, equal with correctly classified instances, and 

unshaded cell values 1179, equal with incorrectly classified instances, as 

presented in table 2. In addition, Naïve Bayes produced 0.706 F-Measure. 

This was relatively poor compared to the two algorithms. 

Low High Medium  

2099 55 315 Low 

75 239 371 High 

287 70 493 Medium 

Table 2: Naïve Bayes Confusion Matrix 

Model Building Using PART classifier 

The experiment was conducted by using a PART classifier. By this 

classifier, two scenarios were applied: pruned PART rule induction and 

unpruned PART rule induction classifier. 

In the first scenario, the algorithm pruned PART rule induction containing 

4004 instances with 31 attributes was performed. It took 2.48 seconds to 

build the model and generated 154 numbers of rules. It is presented in 

table 3 below. In addition, the model built with pruned PART rule 

induction with all attributes correctly classified (predicted the correct 

outcome) 3441(85.9391%) instances while 563(14.0609%) of the 

instances were classified incorrectly. In addition, the accuracy of the 

algorithms by F-Measure produced 0.857 performances. Therefore, it can 

be said that pruned PART rule induction showed good performance. 

In the second scenario, unpruned PART rule induction with all data and 

attributes was performed. It took 17.11 seconds to build the model and 

generated 763 rules. In addition, correctly classified instances 

3577(89.3357%) and incorrectly classified instances 4279 (10.6643 %). 

In addition, it showed a 0.893 F-Measure. As a result, unpruned PART 

rule induction showed the best performance compared to Naïve Bayes and 

pruned PART rule induction. 

Model Building Using J48 classifier 

This classifier also has two experiments J48 pruned decision tree with all 

attributes and a J48 unpruned decision tree with all attributes. J48 is 

another popular data mining algorithm. J48 pruned decision tree was used 

in this first experiment. This algorithm showed 251 numbers of leaves, 

394 sizes of the tree and 0.41 seconds to build the model. In addition, 

correctly classified instances 3432 (85.7143 %), incorrectly classified 

instances 572 (14.2857 %). Moreover, the F-Measure generated by 

algorism was 0.856. 

In the second experiment, J48 unpruned decision tree which generates 952 

numbers of leaves, 1416 sizes of the tree and 0.35 seconds to build the 

model. Adding, correctly classified instances were about 3580 (89.4106 

%) incorrectly classified instances were 424 (10.5894 %). Moreover, this 

algorithm produced 0.893 F-Measure. In conclusion, based on the 

experiment done for all data and attributes, the J48 unpruned decision tree 

showed the best performance. The summary is depicted in below table 3. 

 

Type of classifier   TP FP Precision Recall F-Measure 

Naïve Bayes with all attributes 0.707 0.198 0.727 0.706 0.706 

Pruned PART rule induction with all attributes 0.859 0.125 0.857 0.859 0.857 

Unpruned PART rule induction with all 

attributes 
0.887 0.098 0.887 0.887 0.886 

J48 pruned decision tree with all attributes 0.857 0.117 0.857 0.857 0.856 

J48 unpruned decision tree with all attributes 0.894 0.096 0.893 0.894 0.893 

Table 3: Summary of the performance of all algorithms used to build models 

With selected attributes 

Attributes selection  

Attributes selection is essential to select necessary attributes and remove 

insignificant attributes to develop a clear and good model. Therefore, to 

select significant attributes WEKA, the data mining tool has different 
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techniques such as correlation-based feature selection (CFS) subset 

evaluator, classifier attribute eval, classifier subset evaluator, correlation 

attribute eval, gain ratio attribute eval and information gain attribute eval. 

All the experiments were done by algorithms which the WEKA tool 

support but correlation-based feature selection (CFS) subset evaluator, 

gain ratio attribute eval, and information gain attribute eval produced 

excellent performance compared to the rest of the algorithms. The 

experiment of these algorithms is briefly described below. 

CfsSubsetEval: Correlation-based Feature Selection (CFS) Subset 

Evaluator  

CFS Subset Evaluator evaluates the worth of a subset of attributes by 

considering each feature's individual predictive ability and the degree of 

redundancy between them. As a result of this technique, only seven 

attributes were selected from 31 attributes, i.e., age, smoking, family 

history of coronary heart disease < 60 years, hypertension, systolic blood 

pressure, diabetes and total cholesterol attributes. The experiment is 

shown in figure 1 below. 

 

Figure 1: Attribute selection by Cf s Subset Eval 

Information gain 

Information gain evaluates the worth of an attribute by measuring the 

information gained with respect to the class. It gives the rank for all 

attributes based on their information gain. The highest information gain 

is at the top of the list, while the lowest information gain is at the bottom. 

The best attribute is the one which has an information gain of one (1), and 

the worst is zero (0). In addition, the attributes were selected by average  

 

information gain; only those with greater than average information gain 

were identified as good attributes for model development. Accordingly, 

age, hypertension, systolic blood pressure, blood pressure treatment, 

diastolic blood pressure, smoking and gender were the attributes selected, 

which produced information again greater than average, i.e. 0.04426, as 

depicted in figure 2 below. 

 

Figure 2: Attributes selection by Information gain 
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Information gain ratio 

Information gain ratio evaluates the worth of an attribute by measuring 

the gain ratio with respect to the class. Using an information gain ratio 

algorithm for attributes selection of smoking, hypertension, blood 

pressure, treatment, excessive drinking of alcohol, age, diabetes, systolic 

blood pressure, diastolic blood pressure, exercise, chronic obstructive 

pulmonary disease and gender. This indicates that from 31 risk factors of 

cardiovascular diseases, only 11 attributes were selected by the 

information gain ratio technique (Figure 3). 

In conclusion, after the three experiments, some of the attributes were 

identified by the three algorithms, information gain ratio almost covered 

attributes selected by both information again and (CFS) Subset Evaluator 

and included more attributes than the two algorithms. Based on these 

results, the information gain ratio was selected as the best algorithm for 

attribute selection. Finally, the model was developed using smoking, 

hypertension, blood pressure treatment, excessive drinking of alcohol, 

age, diabetes, systolic blood pressure, diastolic blood pressure, exercise, 

chronic obstructive pulmonary disease and gender. 

 
Figure 3: Attributes selection by Information gain ratio 

Experiments with selected attributes 

The algorithm was run on a complete training set containing 4004 

instances with the selected 11 attributes by Naïve Bayes, pruned PART 

rule induction, unpruned PART rule induction, pruned J48 decision tree 

and unpruned J48 decision tree Classifier. 

Model Building Using Naïve Bayes Classifier selected attributes 

In the second scenario, the algorithm was run on a complete training set 

containing 4004 instances with selected 11 attributes. It took 0.02 seconds 

to build the model, and the model generated correctly classified instances 

2897 (72.3526 %), incorrectly classified instances 1107 (27.6474 %.) and 

0.708 F-Measure. 

Model Building Using PART rule induction  

Using pruned PART rule induction, 182 rules were generated, and it took 

0.63 seconds to build the model, correctly classified instances 3478 

(86.8631 %) and incorrectly classified instances 526 (13.1369 %), and 

0.867 F-Measure. 

In addition, the data were tested by unpruned PART rule induction, which 

generated 349 rules in 1.2 seconds to build the model, correctly classified 

instances 3457 (86.3387%) and incorrectly classified instances 547 

(13.6613 %), and 0.861 F-Measure. 

Therefore, it is possible to conclude that from the two-part rule induction, 

pruned PART rule induction yielded better performance. Moreover, not 

only with unpruned PART rule induction, it also provided better 

performance than naïve Bayes. 

Model Building Using J48 decision tree Classifier 

J48 decision tree classifier is another algorithm for data mining to develop 

a model. Since then, the J48 decision tree classifier has been used to 

determine the most appropriate model for the data. It has two techniques 

pruned J48 decision tree classifier and an unpruned J48 decision tree 

classifier. By the first technique, pruned J48 decision tree classifier, the 

experiment showed 131 number leaves, 261 sizes of the tree, in 0.11 

seconds to build the model, correctly classified instances 3385 (84.5405 

%), incorrectly classified instances 619 (15.4595 %) and 0.843 F-

Measure. By the second unpruned J48 decision tree classifier, 344 number
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 of leaves, 687 sizes of the tree, 0.1 seconds to build model, 

correctly classified instances 3517 (87.8372 %), incorrectly classified 

instances 487 (12.1628 %) and 0.877 F-Measure were generated. In 

conclusion, the unpruned J48 decision tree classifier was the best 

algorithm to develop the expected model. The summary of the algorithm 

is presented in table 4 below, and a comparison of Naïve Bayes, PART 

rule induction and J48 decision tree models with selected attributes is 

shown in table 5. 

Low High Medium  

2348 32 89 Low 

59 540 86 High 

174 47 629 Medium 

Table 4: Confusion Matrix 

Type of classifier   TP  FP Precision Recall  F-Measure 

Naïve Bayes with selected attributes 0.724     0.228     0.701       0.724     0.708 

Pruned PART rule induction with selected attributes 0.869       0.121     0.866       0.869   0.867 

Un pruned PART rule induction with selected 

attributes 
0.863     0.119     0.860       0.863     0.861 

J48 pruned decision tree with selected attributes 0.845     0.130     0.842       0.845     0.843 

J48 unpruned decision tree with selected attributes 0.878     0.109     0.876       0.878     0.877 

Table 5: Comparison of Naïve Bayes, PART rule induction and J48 decision tree models with selected attributes 

Sample rules generated by J48 unpruned decision tree 

The following rules were retrieved for prototype system development 

from a total of 344 rules generated by the J48 unpruned decision tree 

method. 

Age <= 47 

|   Hypertension = N 

|   |   Smoking = N 

|   |   |   Chronic obstructive pulmonary disease = N 

|   |   |   |   Diabetes = N 

|   |   |   |   |   Systolic Blood Pressure <= 130 

|   |   |   |   |   |   Age <= 25: Low (1055.48/42.56) 

|   |   |   |   |   |   Age > 25 

|   |   |   |   |   |   |   Age <= 26 

|   |   |   |   |   |   |   |   Diastolic Blood Pressure <= 75: Low (14.99) 

|   |   |   |   |   |   |   Age > 20 

|   |   |   |   |   |   |   |   Systolic Blood Pressure <= 165 

|   |   |   |   |   |   |   |   |   Systolic Blood Pressure <= 135: Medium (2.01/0.01) 

|   |   |   Age > 31 

|   |   |   |   Exercise = N 

|   |   |   |   |   Chronic obstructive pulmonary disease (COPD) = N 

|   |   |   |   |   |   Gender = F: Low (2.02) 

|   Hypertension = Y 

|   |   Systolic Blood Pressure <= 135 

|   |   |   Diastolic Blood Pressure <= 85 

|   |   |   |   Smoking = N 

|   |   |   |   |   Exercise = N 

|   |   |   |   |   |   Age <= 33: Low (22.23/0.06) 

|   |   |   |   |   |   Blood pressure treatment = Y 

|   |   |   |   |   |   |   Gender = F 

|   |   |   |   |   |   |   |   Systolic Blood Pressure <= 175 

|   |   |   |   |   |   |   |   |   Systolic Blood Pressure <= 150 

|   |   |   |   |   |   |   |   |   |   Systolic Blood Pressure <= 140.11 

|   |   |   |   |   |   |   |   |   |   |   Diastolic Blood Pressure <= 90 

|   |   |   |   |   |   |   |   |   |   |   |   Age <= 31: Medium (2.0) 

|   |   |   |   |   |   |   |   |   Age > 29 

|   |   |   |   |   |   |   |   |   |   Systolic Blood Pressure <= 165 

|   |   |   |   |   |   |   |   |   |   |   Systolic Blood Pressure <= 140.11: High 

(4.0/2.0) 

|   |   |   Smoking = Y 

|   |   |   |   Age <= 34 

|   |   |   |   |   Diastolic Blood Pressure > 90: High (2.0/1.0) 

Age > 47 

|   Systolic Blood Pressure <= 140.11 

|   |   Smoking = N 

|   |   |   Age <= 58 

|   |   |   |   Diabetes = N 

|   |   |   |   |   Diastolic Blood Pressure <= 90 

|   |   |   |   |   |   Chronic obstructive pulmonary disease (COPD) = N 

|   |   |   |   |   |   |   Systolic Blood Pressure <= 135 

|   |   |   |   |   |   |   |   Age <= 50: Low (157.4/17.0) 

|   |   |   |   Diabetes = Y 

|   |   |   |   |   Gender = F 

|   |   |   |   |   |   Diastolic Blood Pressure <= 75: High (3.0/1.0) 

|   |   |   Age > 58 

|   |   |   |   Gender = F 

|   |   |   |   |   Diastolic Blood Pressure <= 50: Low (10.03) 

|   |   |   |   |   Diastolic Blood Pressure > 50 

|   |   |   |   |   |   Hypertension = N 

|   |   |   |   |   |   |   Diabetes = N 

|   |   |   |   |   |   |   |   Systolic Blood Pressure <= 115 

|   |   |   |   |   |   |   |   |   Exercise = N 

|   |   |   |   |   |   |   |   |   |   Diastolic Blood Pressure <= 85 

|   |   |   |   |   |   |   |   |   |   |   Diastolic Blood Pressure <= 65: Low (38.05/12.0) 

Decision support system for risk level prediction for cardiovascular 

diseases 

Using extracted rules/patterns obtained by data mining classifiers 

algorithm that produced the best results, namely unpruned J48 decision 

tree, a user interface is developed, and the screenshot is depicted in figure 

4 below, which can be used as a decision support system for risk level 

prediction for cardiovascular diseases. 
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Figure 4: Decision support system for risk level prediction for cardiovascular diseases. 

4. Conclusion and Recommendations  

Conclusion 

This work aimed to create a model and system by employing data mining 

techniques which can predict the risk of cardiovascular diseases. 

Precision, recall, and the F-measure were used to assess the model 

performances. The training and test data samples were randomly selected 

using the 10-fold cross-validation method. The J48 unpruned classifier 

based on specified variables was found to be the most successful model 

to assess the risk level of patients with cardiovascular diseases since it 

accurately categorized 3580 (89.4106%) instances with an F-Measure 

value of 0.877. 

Recommendations 

The model was developed using the attributes which the model selected 

as well as confirmed by the domain experts and finally used to develop 

the decision support system to predict the risk level of cardiovascular 

diseases can be used as decision support where there is a lack of 

specialists of cardiovascular diseases esp., in the primary hospitals in 

Ethiopia. However, the total number of instances used for this study was 

four thousand four (4004). It is obvious that as the number of datasets 

increases, the performance of the model increase. Therefore, in future 

works adding the number of datasets and trying to increase the accuracy 

of the developed model is recommended. In addition, for the usability of 

the model, developing a knowledge-based system for risk level prediction 

by using extract rules is another exciting work.  

Acknowledgement 

The authors would like to acknowledge Jimma University for providing 

the fund to carry out this research and Jimma Medical Center for giving 

us the data. The authors are also grateful for the data collectors. 

References 

1. Asress, B. M., (2011). Health Information Systems in Ethiopia. 

2. Wolfstadt, Jesse I., Jerry H. Gurwitz, Terry S. Field, Monica 

Lee, et al. (2008). Rochon. The effect of computerized 

physician order entry with clinical decision support on the rates 

of adverse drug events: a systematic review, Journal of general 

internal medicine, vol. 23, no. 4, pp. 451-458. 

3. Sharma, S., Julia ZR., Pedro E., and Richard O. (2015). Point-

of-care diagnostics in low resource settings: present status and 

future role of microfluidics, Biosensors, vol. 5, no. 3, pp. 577-

601. 

4. Feigin, V., and GBD 2015 Risk Factors Collaborators. (2016). 

Global, regional, and national comparative risk assessment of 

79 behavioral, environmental and occupational, and metabolic 

risks or clusters of risks, 1990-2015: a systematic analysis for 

the Global Burden of Disease Study 2015, The Lancet, vol. 388, 

no. 10053, pp. 1659-1724. 

5. Belayneh, A., (2016). Risk Factors for chronic Non-

communicable Diseases and Prevalence of selected NCDs in 

Ethiopia-2015. In 28th Annual conference. 

6. Libby, P. P., Bonow, RO., Mann, DL., & Zipes, DP. (2007). 

Braunwald’s Heart Disease: A Textbook of Cardiovascular 

Medicine,” 8th edition. Elsevier. pp. 1.21. 

7. Abubakar, I. I., Taavi Tillmann, and Amitava Banerjee. (2015). 

Global, regional, and national age-sex specific all-cause and 

cause-specific mortality for 240 causes of death, 1990-2013: a 

systematic analysis for the Global Burden of Disease Study 

2013, Lancet, vol. 385, no. 9963, pp. 117-171. 

8. Oli, K., and Jilalu A., (2004). Rheumatic heart disease in 

Ethiopia: could it be more malignant? Ethiopian medical 

journal, vol. 42, no. 1, pp. 1-8. 

9. Abdissa, S. G., Kebede O., Yeweyenhareg Feleke, Dejuma 

Yadeta Goshu, Dufera Mekonnen Begna, et al. (2014). 

Spectrum of cardiovascular diseases among ethiopian patients 

at tikur anbessa specialized university teaching hospital, Addis 

Ababa. Ethiop med j, vol. 52, no. 1, pp. 9-17. 

10. Abdissa, S.G., Dejuma Y., Aklilu A., and Dufera M. (2016). 

Cardiac surgery for valvular heart disease at a referral hospital 

in Ethiopia: a review of cases operated in the last 30 years. 

Ethiopian medical journal, Vol. 54, no. 2, pp. 49-55. 

11. Yadeta, D., Senbeta G., Bekele A., Dufera M., Etsegenet G., 

Henock B., Hagazi T. (2017). Spectrum of cardiovascular 

http://www.nesglobal.org/files/wshop3/health_information_systems_in_ethiopia.pdf
https://pubmed.ncbi.nlm.nih.gov/18373144/
https://pubmed.ncbi.nlm.nih.gov/18373144/
https://pubmed.ncbi.nlm.nih.gov/18373144/
https://pubmed.ncbi.nlm.nih.gov/18373144/
https://pubmed.ncbi.nlm.nih.gov/18373144/
https://www.mdpi.com/2079-6374/5/3/577
https://www.mdpi.com/2079-6374/5/3/577
https://www.mdpi.com/2079-6374/5/3/577
https://www.mdpi.com/2079-6374/5/3/577
http://156.62.60.45/bitstream/handle/10292/10073/Lancet%20-%20Global%2C%20regional%2C%20and%20national%20comparative%20risk%20assessment%20of%2079%20behavioral.pdf?sequence=2&isAllowed=y
http://156.62.60.45/bitstream/handle/10292/10073/Lancet%20-%20Global%2C%20regional%2C%20and%20national%20comparative%20risk%20assessment%20of%2079%20behavioral.pdf?sequence=2&isAllowed=y
http://156.62.60.45/bitstream/handle/10292/10073/Lancet%20-%20Global%2C%20regional%2C%20and%20national%20comparative%20risk%20assessment%20of%2079%20behavioral.pdf?sequence=2&isAllowed=y
http://156.62.60.45/bitstream/handle/10292/10073/Lancet%20-%20Global%2C%20regional%2C%20and%20national%20comparative%20risk%20assessment%20of%2079%20behavioral.pdf?sequence=2&isAllowed=y
http://156.62.60.45/bitstream/handle/10292/10073/Lancet%20-%20Global%2C%20regional%2C%20and%20national%20comparative%20risk%20assessment%20of%2079%20behavioral.pdf?sequence=2&isAllowed=y
http://156.62.60.45/bitstream/handle/10292/10073/Lancet%20-%20Global%2C%20regional%2C%20and%20national%20comparative%20risk%20assessment%20of%2079%20behavioral.pdf?sequence=2&isAllowed=y
https://etpha.org/conference/index.php/28thConference/28thConference/paper/viewPaper/757
https://etpha.org/conference/index.php/28thConference/28thConference/paper/viewPaper/757
https://etpha.org/conference/index.php/28thConference/28thConference/paper/viewPaper/757


Clinical Case Reports and Reviews.                                                                                                                                                              Copy rights@ Chala Diriba. et all 

 
Auctores Publishing LLC – Volume 13(5)-311 www.auctoresonline.org  
ISSN: 2690-4861                                                                                                                              Page 9 of 9 

diseases in six main referral hospitals of Ethiopia. Heart Asia, 

vol.  9, no. 2, pp. 1-5. 

12. Banaee, H., Mobyen U. A., and Amy L. Data mining for 

wearable sensors in health monitoring systems: a review of 

recent trends and challenges. Sensors, vol. 13, no. 12, pp. 

17472-17500, 2013. 

13. World Health Organization.  Cardiovascular diseases (CVDs). 

14. Sonawane, Jayshri S., Dharmaraj R. Patil, and Vishal S. 

Thakare., (2013). Survey on decision support system for heart 

disease. International Journal of Advancements in Technology, 

vol. 4, no. 1, pp. 89-96. 

15. Ghwanmeh, S., Adel M., and Ali A. (2013). Innovative 

artificial neural networks-based decision support system for 

heart diseases diagnosis, Journal of Intelligent Learning 

Systems and Applications, Vol.5 no. 3, pp. 1-8. 

16. Velickovski, F. (2016). Clinical Decision Support for 

screening, diagnosis, and assessment of respiratory diseases: 

Chronic Obstructive Pulmonary Disease as a use case. PhD 

Thesis. 

17. Miller, R. A., and F. E. Masarie Jr. (1990). The demise of the 

“Greek Oracle” model for medical diagnostic systems. Methods 

of information in medicine, vol. 29, no. 01, pp. 1-2. 

18. Dexter, Paul R., Susan M. Perkins, Kati S. Maharry, Kathy 

Jones, et al. (2004). Inpatient computer-based standing orders 

vs physician reminders to increase influenza and pneumococcal 

vaccination rates: a randomized trial. Jama, vol. 292, no. 19, 

pp.  2366-2371. 

19. Khairnar, M. S. (2017). Use of Neural Networks for Developing 

Clinical Decision Support System-A. In International 

Conference on Recent Trends in Computer and Electronics 

Engineering (ICRTCEE), vol. 5, no. 5, pp. 18-22. 

20. Ngai, E. WT, Li X., and Dorothy CK. (2009). Application of 

data mining techniques in customer relationship management: 

A literature review and classification. Expert systems with 

applications, vol. 36, no. 2, pp., 2592-2602. 

21. Chen, K.Y, Long-Sheng, Chen L.S., Chen M.C., and Lee C.L. 

(2011). Using SVM based method for equipment fault detection 

in a thermal power plant. Computers in industry, vol., 62, no. 1, 

pp.  42-50. 

22. Narain, R., Saxena, S., & Goyal, A. K. (2016). Cardiovascular 

risk prediction: a comparative study of Framingham and 

quantum neural network-based approach. Patient preference 

and adherence, vol. 10, pp.1259-1270. 

23. Mokeddem, S., & Atmani, B. (2016). Assessment of clinical 

decision support systems for predicting coronary heart disease, 

International Journal of Operations Research and Information 

Systems (IJORIS), vol. 7, no. 3, pp. 57-73. 

24. Paygude, S.S, Rupali W., (2016). CDSS for Heart Disease 

Prediction Using Risk Factors, IJIRCCE, Vol 4, no. 6, pp. 1111 

to 1118. 

25. Parthiban, L., and Subramanian, R. (2007). Intelligent Heart 

Disease Prediction System Using CANFIS and Genetic 

Algorithm, International Journal of Medical and Health 

Sciences, vol. 1 no. 5, pp. 278-281. 

26. Shahmoradi, L., Safadari, R., & Jimma, W. (2017). Knowledge 

management implementation and the tools utilized in healthcare 

for evidence-based decision making: a systematic review, 

Ethiopian Journal of health sciences, vol. 27 no. 5, pp. 541-558. 

 

 

 

 

   

 

 

 

 This work is licensed under Creative    
   Commons Attribution 4.0 License 
 

 

To Submit Your Article Click Here: Submit Manuscript 

 

DOI:10.31579/2690-4861/311

 

 

 

Ready to submit your research? Choose Auctores and benefit from:  
 

➢ fast, convenient online submission 
➢ rigorous peer review by experienced research in your field  
➢ rapid publication on acceptance  
➢ authors retain copyrights 
➢ unique DOI for all articles 
➢ immediate, unrestricted online access 

 

At Auctores, research is always in progress. 

 

Learn more  https://auctoresonline.org/journals/international-journal-of-

clinical-case-reports-and-reviews  

file:///C:/C/Users/web/AppData/Local/Adobe/InDesign/Version%2010.0/en_US/Caches/InDesign%20ClipboardScrap1.pdf
https://www.auctoresonline.org/submit-manuscript?e=66
https://auctoresonline.org/journals/international-journal-of-clinical-case-reports-and-reviews
https://auctoresonline.org/journals/international-journal-of-clinical-case-reports-and-reviews

